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Summary
Protein complexes perform many important functions in
the cell. Large-scale studies of protein–protein interac-
tionshavenotonly revealednewcomplexesbuthavealso
placedmany proteins intomultiple complexes.Whilst the
advocates of hypothesis-free research touted the dis-
coveryof these sharedcomponents asnew linksbetween
diverse cellular processes, critical commentators de-
nounced many of the findings as artefacts, thus ques-
tioning the usefulness of large-scale approaches. Here,
we survey proteins known to be shared between com-
plexes, as established in the literature, andcompare them
tosharedcomponents found inhigh-throughput screens.
We discuss the various challenges to the identification
and functional interpretation of bona fide shared com-
ponents, namely contaminants, variant and megacom-
plexes, and transient interactions, and suggest thatmany
of the novel shared components found in high-through-
put screens are neither the results of contamination nor
central components, but appear tobeprimarily regulatory
links in cellular processes. BioEssays 26:1333–1343,
2004. � 2004 Wiley Periodicals, Inc.

Introduction

Large-scale identification of protein complexes by mass

spectrometry (MS) is a breakthrough in the exploration of

protein–protein interactions and contributes substantially to

our understanding of the molecular machinery. Several groups

have published large-scale protein complex purifications

(PCP) in the yeast Saccharomyces cerevisiae.(1–3) These

interaction studies are significantly more informative than

those employing yeast two-hybrid (Y2H) screening,(4–8) gene-

tic interaction screening,(9) or in silico methods.(10–12) The

advantages in coverage and accuracy was shown indepen-

dently by several groups, particularly for the data obtained by

Tandem Affinity Purification and mass spectrometric identifi-

cation (TAP-MS)(13–15) The key concepts of protein–protein

interactions are explained in the glossary (see below), and

have been reviewed in great detail.(16–19) However, one parti-

cular issue, which is rarely addressed in writing but vigorously

discussed in the field, is that many proteins are found in more

than one complex in the PCP screens, for example, 37% of all

proteins in the data set obtained by TAP-MS (see Figs. 1

and 2).(1–3) The authors concluded that these shared

components would join the complexes into a higher order

network, linking cellular processes. A more pessimistic inter-

pretation was also voiced: the high frequency of shared proteins

could simply reflect the artefactual identification of sub-

stoichiometric contaminants in the biochemical purification.

We know that many processes in the cell are highly

connected and, therefore, the finding of bridging components

should not be surprising. A well-studied example is RNA

polymerase II, which physically interacts with many different

proteins performing diverse tasks such as histone acetylation,

mRNA production, splicing and nuclear export.(20,21)

A thorough analysis of shared components is relevant for

the functional interpretation of the data, for instance regarding

the guilt-by-association principle:(22–24) i.e. does the shared

protein perform several distinguishable functions, for exam-

ple, an enzyme with an additional, non-catalytic role or as a

common structural element used for scaffolding.(25) The notion

of molecular function is undoubtedly vague and incomplete,

and inferences of functional interaction between physically

interacting proteins are not straightforward; however, true

interactions within protein complexes are reliable measures

of association and common function. Understanding shared

components better should allow us to assign or even define

multiple functions more objectively. On a more technical side,

predicting protein complexes by bioinformatics methods(26–28)

is complicated by the presence of shared components, as

proteins potentially need to be assigned to more than a single

complex, the exact number of complexes being unknown

initially.

Studying shared components could also reveal candidate

drug targets. Inhibition of such a protein would simultaneously

act on more than one cellular process and the development of

resistance against such an interference might be physiologi-
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cally constrained. The information supplied by shared compo-

nents could thus be employed to detect candidate drug targets

and assess the possibility of side effects.

In this work, we identify and discuss properties of proteins

shared between distinct complexes. To this end, we need to

examine the aspects of protein complexes in high-throughput

studies that complicate the unambiguous detection of shared

components. Contaminating background proteins occur in all

high-throughput screens for interacting proteins and should

generally be discussed in such high-level analyses of protein–

protein interaction data. Likewise, the transient nature of

protein interactions needs to be discussed for shared com-

ponents. The arrangements of protein complexes into larger

structures (megacomplexes) and the fact that some com-

plexes are very similar and differ in only a few proteins (variant

complexes) is an important consideration when discussing

shared components also. After incorporating more detail into

our view of the data sets, we can discuss features of shared

proteins, and we conclude with the hypothesis that many are

regulating, peripheral components of protein complexes. A

glossary of some of the less-familiar technical terms is in-

cluded at the end of the text.

Careful determination of contaminants

To obtain an initial overview of the known data, we counted the

occurrence of proteins in more than one complex in data

collections of protein complexes (Fig. 1). The established

MIPS data set of protein complexes(29) is separate from high-

throughput data, but contains some of the complexity of

protein complexes, particular of variant complexes (see

below). Therefore, the set was curated to contain only distinct

complexes that do not overlap significantly, that is not by more

than a Dice similarity of 0.8, a measure suited to score the

similarity of protein complexes.(20,21) From this first overview of

Figure 1. Number of shared protein components in

collections of protein complexes. Unique proteins.

Proteins occurring 2 or 3 times. Proteins occurring 4

to 8 times. Proteins occurring more than 9 times.

Experimental data were subject to filtering. Purifications

retrieving only the tagged protein or homo-dimeric com-

plexes were not considered.

Figure 2. Size of overlap between complexes. Unique

complexes, not overlapping. Overlapping with other

complexes by 1 to 3 components. Overlapping by more

than 4 components, likely variant complexes. The high

number of shared components in the experimental data

sets is due to purification of the same complex in different

experiments.
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established complexes, we can set the lower limit for shared

components of protein complexes to �8% of the proteins

within complexes.

There is a general difference between protein complexes

established from the literature and the data from high-

throughput experiments that arises primarily from the failure

to detect certain components (false negatives) and the

identifications of proteins that are not members of the complex

(false positives). Tedious evaluation of each individual finding

in a small-scale study achieves a confidence that cannot be

reached in high-throughput studies.

For the analysis of shared components, missing identifica-

tions do not pose a problem, as they do not suggest additional

shared components. However, false positives occur from

systematic identifications of background proteins and might

contribute massively to inflation in the frequency of shared

components. Therefore, a close look at potential contaminants

and their treatment in the analysis is paramount for the

discussion of shared components, as all high-throughput

screens contain false positives irrespective of their high

value.(13,14) In the biochemical purification screens, potential

contaminants were filtered by functional classes, their overall

frequency of detection, and their occurrence in mock purifica-

tions of the respective protein tag. The false-positive list for the

high-throughput PCP screens, which is independent of the

scale and method used, comprises abundant enzymes and

chaperones, as well as structural, proteasomal and, very

prominently, ribosomal proteins.(1–3) Note that most back-

ground proteins do play important physiological roles and

probably also associate in vivo, hence terms such as

‘contaminant’ or ‘false positive’ should be used with care.

Surprisingly, the occurrence of proteins in the TAP-MS screen

correlates only weakly with the overall protein expression

levels in yeast(30) (Spearman rank correlation of 0.288). Yet,

biochemical properties of particular groups of proteins con-

tribute significantly to their repeated identifications as back-

ground proteins.(31)

We urge caution in defining contaminants globally, as a

protein can be a bona fide interactor in the purification of one

bait protein and a contaminant in the purification of another,

even under the same protocol. An example is actin, a specific

and stochiometric interactor in nuclear histone acetylase

complexes,(32) yet a frequent contaminant in many other

purifications, owing to its role as a major cytoskeletal com-

ponent. Being part of several distinct histone acetylase

complexes, actin is also a shared component in a strict sense

(see Fig. 3).

The global filtering criterion also, unfortunately, removes

other relevant information. The associations among glycolytic

enzymes have been subject to an unsettled discussion on

substrate channeling,(33) however, the filtering employed for

PCP screens commonly removes these proteins. Likewise,

ribosomal proteins can have extraribosomal functions(34) and

the question as to whether to treat them as genuine interactors

or as contaminants has to be answered independently for each

study; see, for example, the ongoing discovery of complexes

involved in the biogenesis of the ribosome.(1,2,35–37)

We inspected the most frequently shared components in

the TAP-MS set.(2) This data set underwent careful curation

previously but we suspect that several proteins, such as Adh1

or Yef3, should still be considered background proteins, as

they join several unrelated complexes and share typical

features with other contaminants (see above). Conversely,

some proteins that were originally removed do not appear as

contaminants on re-examination. Swd2 (YKL018w) was

removed from the TAP-MS set because of its frequent

detection, yet it is contained in the polyadenylation complex

and the SET histone methylase complex only, which were

repeatedly sampled in the screen.(2,38,39)

Another example consists of two related helicases, Rvb1

and Rvb2, which are frequently found in PCP screens. The

proteins were previously described in the context of the INO80

histone acetylase complex.(40) Unfortunately, the parameter

chosen led to the removal of Rvb1 but not Rvb2 from two

screens(2,3)—a review of the data suggests that Rvb1 and

Rvb2 should be considered as a functional module, present in

INO80 and additional complexes.(41,42)

Despite potential removal of genuine interactors, limited

filtering of contaminants is still required to extract reliable

knowledge from the data sets. Rather than removing proteins

globally, as has been the common practice, we suggest ap-

plying filtering after complex assembly or after delineation into

weighted, binary interaction, preferably after integration with

additional information such as abundance of the protein and its

mRNA.(30,43) Filtering decreases the connectivity in the inter-

action networks resulting from Y2H and PCP screens,

particularly for proteins with many interactors. It is suggested

that these highly connected proteins (hubs) are of pivotal

importance,(44,45) conveying robustness to the network.(46)

Contaminants likewise appear central because of their high

abundance, not because of bona fide interactions with functio-

nal implications. For a complete list of hubs, one would even

have to connect each protein to the ribosome (where it is

produced), most proteins to the proteasome (where they are

degraded) and all nuclear proteins to the nuclear import

machinery; however, these proteins are identical to typical

contaminants. There is little functional insight to be gained

from these truisms and removing these links deconvolutes the

network without removing the proteins that we consider as true

shared components.

Clearly, individual inspection suggests that most shared

components do not appear as contaminants in the above

fashion, and more-stringent filtering than is commonly used in

PCP screens would only decrease the quality of the data. Most

shared components in the TAP-MS screen occur in only a few

complexes and are not widely spread. 64% of the shared
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components appear in two or three complexes only and, even

if we were to consider all proteins occurring in four or more

complexes as contaminants, we would still face 25% of all

components as shared.

We conclude that the majority of the shared proteins in the

PCP screens are correctly identified. Nevertheless, the mere

detection of a protein in a complex does not necessarily imply

that the protein is an integral part of the complex. Instead, the

protein might be generally designed to bind other proteins, it

might bind unspecifically under the experimental conditions, or

its interaction is functionally relevant but temporally or spatially

limited. Additional biochemical data can be used to distinguish

between several types of transient interactions and potentially

to reveal whether a shared protein interacts transiently with the

complexes that it is detected with or whether it is an integral

part of them.

Catching transient interactions

Some recent interpretations of large-scale interaction data

overemphasize the static aspects of protein complexes and

tend to ignore the fact that the dynamic range of expression as

well as the association rates of interactions span several

orders of magnitude.(30,47,48) Even for text-book examples of

molecular machines,(49) individual proteins associate and

separate repeatedly in their lifetime, as demonstrated im-

pressively for core RNA polymerase I (RNAP I) with GFP-

fusion proteins and in vivo microscopy.(50)

It is often argued that the main discrepancies between

protein interaction techniques such PCP and Y2H are due to

their suitability (or lack thereof) of detecting transient interac-

tions. However, there is more than one definition for unstable

contacts between proteins: constant maintenance throughout

the cell cycle can be used to categorize transient and stable

complexes by analyzing the mRNA expression of synchro-

nized cells.(51) In addition, interactions have been classified as

transient if at least one of the proteins performs its function

independently, so multi-subunit enzymes exemplify stable

complexes in this scenario.(31) Kinetic data (e.g. association/

dissociation constants), the most objective classification, are

available for only a limited number of complexes,(52) mostly for

Figure 3. Shared components, domain conservation and variant complexes among chromatin remodelling complexes containing actin-

related proteins (ARPs). Proteins with conserved domains are drawn similarly to the domain icons used in the SMART data base.(80)

Proteins coloured as their complexes have no significant similarity to other proteins in the figure. The variant RSC complexes contain either

Rsc1 or Rsc2. Despite their high sequence identity of 88.5%, the two proteins are functionally not fully equivalent.(81,82) The SWI/SNF

complex is related to the RSC complexes, which is displayed in the domain structure of both complexes and their sharing of Arp7 and

Arp9.(83) The sequence of Swp82 is not known, however, we suspect it to be encoded by YFL049w due to data in the TAP-MS screen.(2)

Actin and the ARPs are typical features of these nuclear complexes. The newly discovered SWR1 complex(41,42) and the INO80 complex(40)

contain additional ARPs. The NuA4 complex employs a different histone acetylase activity while preserving the elements such as the ARPs

and proteins containing a SANT domain.(84) Several complexes (SAGA, SLIK, TFIIB, and TFIIF) share components with the complexes

described here and are left out for clarity. They do not generally share other features such as ARPs with the displayed complexes.
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receptor–ligand binding, which are difficult to study using

large-scale exploratory protein–protein interaction screens by

PCP.

Each definition captures an important aspect of flexibility in

protein–protein interactions. It would be desirable to agree on

clear naming conventions rather than using the general term

‘‘transient interactions’’—often to explain the disappointing

absence of expected interactors or to downplay apparent

differences between data sets. From previous analyses, we

expect a high number of transient interactions by all the

definitions given above—many established complexes could

be considered transient, even if they can be readily retrieved

by affinity purification.(51,53,54) Therefore, the approach of

simply considering the interactions within the MIPS set of

protein complexes as stable (after minor curation), and

interactions obtained by other sources as transient might be

somewhat ad hoc.(55)

For PCP data, one could consider proteins as transient

interactors if they are found in several complexes and are

known to be involved in many cellular processes. Examples

include Cdc48, a protein that seems to connect several cellular

processes to the cell cycle, and Srv2, which is known to be

associated with adenylate cyclase and could mediate signal-

ing—the association with these protein complexes was not

known previously.(2) However, the number of shared compo-

nents that can be explained by such arrangements is limited

and other phenomena contribute to the complexity observed.

We believe that, in particular, large overlaps between related

protein complexes contribute to the occurrence of shared

components.

Unravelling megacomplexes

and variant complexes

Protein complexes interact with themselves to form larger

structures, dubbed megacomplexes.(56) The two-subunit

ribosome is simple to delineate, yet the individual subunits

interact or merge with several complexes during their

biogenesis.(35,36) Counting shared components between a

megacomplex and a subcomplex without prior consideration

of their arrangement, results in a large number of shared

proteins being detected. This suggests that complexes that

are simply assemblies of smaller ones should be eliminated in

comparisons. To deal with megacomplexes, databases such

as MIPS(29) and the Gene Ontology database(59) use a

hierarchical approach.

Another simple solution to the problem would be to map all

complexes that have functional and physical contacts into one

megacomplex. With this model, we would consider the RNA

polymerase II holo-enzyme complex as a superset of all

proteins involved in mRNA transcription, ranging from histone

modification to nuclear export,(20) a complex that contains

several hundred proteins.(21) However, as the resolution of

the methods at our disposal allows for more precision, we

consider it to be more useful to define models for protein

complexes close to the experimental setup used to detect

them. This is certainly a pragmatic definition that requires

many compromises.

Another important complication when assessing shared

components arises from the existence of variant complexes,

which differ only slightly in their composition (see Table 2;

Fig. 3). When simply counting shared components between

variant complexes, the number of shared proteins will be very

high, but functional differences are often not easily detectable.

This aspect is already well studied in yeast but needs to be

considered especially when higher eukaryotes are employed.

Similar to the expansion of protein domain arrangements in

metazoans, their complexes undergo multifarious, semi-

redundant arrangements, exemplified by the NF-kB complex,

consisting of five proteins that arrange into functionally distinct

homodimers and heterodimers.(58)

Variant complexes can be identified by homologies

between the subunits of the different complexes. Within the

48 complexes having shared components in the curated MIPS

set, 15 show clear homologies to other complexes in the set,

and many more show at least conservation of protein domains.

For functional analyses of shared components, we suggest

considering variant protein complexes as ‘‘functionally equiva-

lent’’—these complexes should be considered as a single

entity, when used in benchmarks.

The complexes obtained by TAP-MS do not appear overly

enriched in variant complexes, as the number of shared

components between the complexes is usually smaller than

the number of unique proteins. However, the proteasome, the

spliceosome and the protein complexes involved in the

biogenesis of the ribosome are clearly recognizable as variant

complexes, and consequently their components appear to be

shared.

Genuine shared components may

act as connectors

Having addressed the major complicating factors for shared

components—contaminants, transient interactions and the

arrangement of the complexes—they can be identified more

successfully and common properties derived. The structural

arrangement of shared components is important in identifying

the function of shared components (see Fig. 4A). For instance,

Swd2, is an element of two complexes but probably not their

binding interface,(38,39) whereas e.g. Sus1 is thought to tether

two complexes together physically.(59) Unfortunately, neither

Y2H nor PCP reveal the local arrangement and it is not always

possible to predict the three-dimensional structure of the

complex using the structures of the individual proteins.(60,61)

What are the possible evolutionary scenarios for the

emergence of shared components (see Fig. 4B)? Duplication

of one or several genes within a proto-complex is the most-

straight-forward explanation and has been used as a model for
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the emergence of binary interactions.(62) However, even non-

homologous complexes share proteins, and these might

perform a common function, such as DNA binding. We pro-

pose that independent proteins are recruited into an existing

complex due to emergence of suitable binding interfaces. This

recruitment provides an alternative evolutionary origin and can

be seen as an inventive step, similar to gene invention (e.g.

genes arising from non-coding elements rather than duplica-

tion). As several proteins appear to be recruited, it would be

interesting to compare the ratio of recruitment and duplication

in protein complexes to the ratio of gene duplication and gene

invention, which is very large.(63) An explanation can be given

by the natural tendencies of proteins to aggregate.(64)

A third possibility would be replacement of components;

however, such a scenario will be difficult to quantify

against the two other options. Unfortunately, yeast is the only

organism where protein complexes have been established on

a large scale, thus our ability to understand their evolution is

limited, as we can compare different organisms only in the

profiles of conserved proteins, not in their patterns of

Figure 4. A: Possible structural arrangements. Tethering: The two complexes share a common polypeptide unit, functional interaction

between the complexes. Re-use: Independent sharing between different complexes, functional separation. Sharing/Exchange: The shared

protein can be modified for information transfer. B: Evolutionary scenarios for emergence of shared components. Partial duplication of

protein components: One or several but not all components undergo gene duplication, leading to distinct complexes that share components.

The duplication event can be traced if the proteins involved show sequence or structural similarity. Recruitment: An unrelated protein is

recruited into a complex due to change of binding properties of the participating proteins. If the protein is already part of a complex, it appears

as shared but there is no evolutionary relation between the proteins of the two complexes. Replacement: Changes in the binding properties

of protein could lead to the prevalence of a protein binding at a specific position replacing a protein in the same position. Such a scenario

would be difficult to demonstrate.
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conserved interactions. Nevertheless, such studies have

been attempted and the analyses gave contradictory

findings.(45,65,66)

One could expect evolutionarily conserved, shared com-

ponents to participate as central elements of protein com-

plexes (structurally or functionally). Lipoamid dehydrogenase

(Lpd1) is an example of a shared protein that acts as a central

building block in several multi-protein enzymes(67)—can we

generalize this finding? RNAP I, RNAP II, and RNAP III provide

instructive examples as they share five components and their

three-dimensional structure is well resolved.(68) Studying them

does not support the initial assumption. The central structural

and major functional elements are unique to the polymerases

and the shared components associate peripherally, suggest-

ing a connecting or regulatory role, which has been confirmed

for Rpb5.(69) Other complexes with shared components

display a similar setup, such as the RSC and the SWI/SNF

complex(70,71) (see also Fig. 3 and Table 1), and we would

speculate that shared components are more often employed in

regulatory or auxiliary functions than as common structural

elements. They may represent messengers between pro-

cesses and, because they employ the same protein in several

processes, they could be advantageous to the cell in providing

a single point at which to regulate them.

Another related role for shared components is probably

in physically bridging protein complex interactions, such as

for Spt6, which directly tethers the nuclear exosome to

RNAP II.(72)

When attempting to quantify these functional aspects, we

discovered complications due to the current annotation of

proteins and their complexes. Often, all proteins in a given

complex with enzymatic activity are considered to be enzymes

even if only one protein contains the active site and displays

activity if isolated (such as PP2A, see Table 2). Currently, only

meticulous, manual analysis of the protein complexes follow-

ing the steps outlined above leads to the detection of novel

bona fide shared components. Integrating all data in the light of

protein complexes with shared components and studying their

behavior is a challenging frontier to bioinformatics.

New techniques for the discovery of protein–protein

interactions are becoming available and we expect to observe

sharing of components in compartments that are not well

sampled yet, such as membranes(73) or in multicellular

organisms.(74)

Conclusions

How many shared components are we to expect? Studying

shared components is connected to the challenges of

interpreting protein interaction data because megacomplexes,

variant complexes and transient interactions have to be

considered. Consequently the estimates vary drastically,

and yeast is the only organism with sufficient data for such

estimates. The data model chosen for the complexes is

pivotal, as different treatments of megacomplexes and variant

complexes would mean that studies could not be compared.

The average number of interactions for a protein ranges

from 1.6.(6) to 12,(2) the total number may be within a range of

10.000(75) to 30.000(14) in Saccharomyces cerevisiae,

whereas the number of corresponding complexes is likely to

be between 173, in the curated MIPS set, and about 500, when

combining the HMS-PCI and the TAP-MS screen.(28) Given

the basic problems discussed here, we will need to consolidate

the available data before we can quantify features such as

shared components in a more accurate way. However, we can

conclude that shared proteins are commonplace, and we

bracket their occurrence between 8% and 30% of interacting

proteins on the basis of the large-scale studies (see Fig. 2).

How many distinct complexes share a single component?

All of the components that can be described as uniquely

shared, participate in no more than five non-variant complexes

(with Taf14 being the most widely shared),(76) typically such

proteins contribute to two or three complexes only. Most of the

shared components between sufficiently different complexes

associate peripherally and are not integral member of the

Table 2. Variant complexes in yeast

Complex Variant proteins Reference

RSC (RSC1 and RSC2) Rsc1/Rsc2 (81,82)

Lsm2p-Lsm8p, Lsm1p-Lsm7p Lsm1/Lsm8 (97)

Trehalose synthase Tps3/Tsl1 (98)

Protein phosphatase 2A Cdc55, Rts3/ Pph21, Pph22 (99)

SAGA/SLIK Spt8/Spt7 (100)

Complexes share the majority of their components except for the proteins in the middle columns. All variant proteins are homologous. Note that the distinction

between the variant complexes is not always addressed in the literature. For instance, protein phosphatase 2A consists of four variant complexes with

combinations of either Cdc55 or Rts3 with either Pph21 or Pph22, which have been shown to be functionally separable. However, the complex is referred to as

protein phosphatase 2A.
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complexes. The special arrangement of these proteins reveals

new insights into our understanding of regulation in the cellular

machinery.

Glossary

Dice similarity
A similarity measure that can be used to compare protein

complexes. The Dice similarity md is defined as md ¼ 2ni
naþnb

with na and nb being the number of proteins in the individual

protein complexes and ni the number of protein in the

intersection of the two groups. Depending on the purpose of

the comparison, other similarity measures might be useful.(28)

HMS-PCI—High-throughput mass spectrometric
protein complex identification
A PCP technique that adds a short tag (called FLAG) to a

plasmid-borne protein which is overexpressed. It was used

in the first large-scale PCP study,(3) (together with the TAP-

MS study). The data is available from http://www.mdsp.com/

yeast/

MCODE
An algorithm that finds protein complexes in interaction

networks. A global prediction of all complexes in yeast given

all interaction data available in early 2002 is used here as

reference data set.(26)

MIPS data set
The manually assembled data set of protein complexes has

become the gold standard set for bioinformatics research, as it

does not contain information from high-throughput screens but

covers the known literature well.(29) It can be found at http://

mips.gsf.de/desc/yeast/

MS—Mass spectrometry
The method of choice to identify proteins in large-scale

proteomics projects. The molecular weight of fragments of a

protein is accurately determined, allowing identification of the

protein in a sequence database.(77)

PCP—Protein Complex Purification
An umbrella term for techniques for the elucidation of protein

complexes by isolation of the complex, typically involving

targeting one of the proteins and identification of the

interactors. The individual experiments are often referred to

as ‘‘purifications’’.(18)

TAP—Tandem Affinity Purification
A complex purification technique, which uses homologous

recombination for introduction of a protein tag and a gentle,

two-step procedure to retrieve interacting partner.(78) A study

using TAP and MS identification (TAP-MS) provides an

important data set.(2) The data is available at http://yeast.cell-

zome.com

Y2H—Yeast two hybrid
A method for the study of protein–protein interactions that is

used for screening. Uses two chimeric proteins (hybrids) that

are joined with an activation domain and a DNA binding,

respectively. The interaction of the two protein triggers

expression of a reporter gene.(79)
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